Signal Enhancement in Spark-assisted vs. Dual-beam Laser-induced Breakdown Spectroscopy
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ABSTRACT: In this work, the characteristic emission lines of Cu, Au, Ag, Al, Ni, and Pd are obtained in a Q-switched Nd: YAG laser-induced plasma. Furthermore, the signal enhancement is carried out separately by making use of the continuous-wave (CW) CO₂ laser as well as the spark discharge. The former enhances the signal intensity via plasma heating according to the inverse Bremsstrahlung (IB) mechanism, whereas the latter relies on plasma reheating and subsequent lifetime elongation. As a consequence, both methods lead to the temperature rise of the plasma. In addition, the corresponding electron density of the plasma is notably elevated in spark-assisted LIBS (SA-LIBS). It is also shown that the enhancement of the ionic lines is much higher in SA-LIBS against the other one. Although the CW-CO₂ laser benefits an electrodeless arrangement, SA-LIBS is considered to be a better candidate due to its facile and low-cost setup.

INTRODUCTION

Laser-induced breakdown spectroscopy (LIBS) is an analytical technique based on atomic emission spectroscopy. Applying a high-power laser beam on the target and delivering enough energy, the evaporation and atomization of the sample will simultaneously occur, which induces a small crater on the surface. The ionized vapor emission consists of atomic and ionic spectral lines proportional to the elemental compositions. The advantages of LIBS with respect to conventional analytical techniques include robustness, fast response, and high sensitivity (generally in ppm range), which makes it attractive for applications where fast multicomponent analysis is required.1,2 A variety of samples with any shape can be analyzed by implementing this method without the necessity of an analytical chamber or surface treatment, and recently its portable version is also available.3 Furthermore, the capability of applying LIBS for remote sensing without sample preparation makes it a reasonable choice in any environment, from on-line measurements in industry to space exploration.4,5 In addition, for quantitative analysis, the calibration-free (CF) technique coupled with LIBS has been developed. Based on three main hypotheses, i.e. local thermal equilibrium (LTE), homogeneous ablation, and optically thin plasma, Ciucci et al.6 developed a calibration-free technique that requires no external calibration standards presuming that all species contained in the sample are detected. This method has also been successfully applied for the compositional analysis of oxide materials,7 food,8 metallic alloys,9-12 and soils.13,14

On the other hand, over the last two decades many attempts have been made to improve the sensitivity and the limits of detection of LIBS. Current effective approaches, including spatial or magnetic confinement,15,16 double or multiple-pulse excitation,17,18 microwave emission,19 glow or spark discharge,20,21 and laser-induced fluorescence and resonance enhancement,22,23 have been reviewed in addition to other methods by Li et al.24 Most of these techniques rely on plasma reheating and lifetime elongation by applying an additional excitation source. Killinger et al.25 used a simultaneous CO₂ laser pulse at 10.6 µm to enhance the LIBS emission on a high purity alumina target. The enhancement factor on the order of 25 to 300 times was achieved, depending on the emission lines. They found that the timing overlap of the dual laser pulses within 1 microsecond is critical to attain the enhancement factor. Shoursheini et al.26 investigated
enhancement of the Cu emission lines in LIBS due to the thermal effect of simultaneous irradiation of a Q-switched Nd: YAG and a CW-CO₂ laser. In order to avoid distortion of the samples, the focal point of the laser was located ~1 mm above the surface to generate the plasma in the air rather than on a solid surface. They noted that the far infrared laser irradiation preheats the sample, leading to a rise in plasma temperature. Nassef et al. combined LIBS with a spark discharge operating in a laser-trigger mode using Al and Cu targets in the air under atmospheric pressure. They found that the enhanced spectral intensity and signal-to-background (S/B) ratio in spark-assisted (SA)-LIBS gives rise to a significant reduction in the required laser energy against the standard LIBS. The fundamentals, instrumentation, development, and applications of the SA-LIBS technique were reviewed by Zhou et al. Recently, high repetition rate laser ablation spark-induced breakdown spectroscopy was implemented combined with the CF method for the quantitative elemental analysis of aluminum and silver alloys. Eventually, single-shot SA-LIBS was successfully used for gold fineness assessment based on the CF method.

In this study, the characteristic line intensification of a Q-switched Nd: YAG laser-induced plasma is investigated in dual-beam LIBS (DB-LIBS) and SA-LIBS arrangements employing a CW-CO₂ laser and a spark discharge, respectively. These methods enhance plasma emission by elevating the plasma temperature. According to the inverse Bremsstrahlung mechanism, DB-LIBS enhances the signal intensity via plasma heating, whereas SA-LIBS relies on plasma reheating and lifetime elongation. Regarding the plasma electron density measurements, the LTE criteria are strongly satisfied in SA-LIBS due to its higher electron number density. Although the CW-CO₂ laser benefits an electrodeless arrangement, SA-LIBS is better when used in portable devices in terms of cost and compactness.

**EXPERIMENTAL**

**Standard LIBS.** Fig. 1 illustrates the experimental setup, consisting of a laser source, focusing and conducting optics, spectrometer, high voltage power supply, PIN diode, voltage and current probes, and a digital oscilloscope. A master oscillator-amplifier Q-switched Nd: YAG laser (1064 nm, 10 – 100 mJ, 10-ns duration, 1 – 10 Hz) was used as a coherent source. A Coherent joule meter (Field Master, LM-P10, and LM-P5100 heads) was employed for the absolute pulsed energy measurements of the laser shots. The laser beam was focused on the metal target at an angle of 45 degrees with respect to the sample surface using a plano-convex lens with a 20 cm focal length. The target was located at a position of 18 cm far from the lens L1 so that the laser beam is focused below the sample surface. Subsequently, maximum peak power of approximately 10 MW was obtained for a single shot, delivering ~30 GW/cm² at the sample surface for a 200-μm diameter spot (measured using a microscope). A commercial collimating quartz lens L2 of 6 mm diameter and 8 mm focal length was placed 50 mm away from the sample and aligned at an angle of 45 degrees with respect to the direction of the laser beam. This forms an image of plasma on the input of a fiber bundle (Avantes, FC-UVIR200-1). The fiber output was coupled to the slit of a compact wide-range spectrometer (Avantes, AvaSpec 2048, 200–1100 nm, 0.4 nm precision), where it is externally triggered using an AvaTrigger to start signal integration with a minimum delay time of 1.2 μs with an integration time of 1.1 ms. A semiconductor detector (PIN diode, EG&G, FNT100) was used to detect the optical signal intensity through a lens L3. The electric signals were also simultaneously monitored with a digital storage oscilloscope (Good Will, GDS-1054B). Different pure samples (99.99 %), i.e., Au, Cu, Ag, Ni, Al, and Pd, were chosen as targets during the experiments. The target foil was mounted on a motorized two-dimensional x-y moving stage to expose a fresh spot for each trial. The target's surface was manually polished using 150-grit fine sandpaper before the next shot to provide nearly identical exposure conditions. The spectral measurements were repeated over 10 shots to obtain the relative standard deviation (RSD) values.

**Dual-Beam LIBS.** A home-made sealed CW-CO₂ laser beam at 10.6 μm with 5 mm diameter and mean power of up to 30 W was focused on the target. A ZnSe lens L4 with 150 mm focal length was situated in front of the beam to scale up the power density. Before the Nd: YAG laser shot, the CO₂ laser beam is irradiated on the sample, while the focal point was located 3 mm above the target surface. The surface temperature was measured using a calibrated Fluke 52 II thermometer with 0.1°C resolution.

---

**Fig. 1 DB-LIBS and SA-LIBS setup, including Q-SW Nd: YAG laser, CW-CO₂ laser, spark generator circuit, digital oscilloscope, spectrometer, electrodes, HV probe, Rogowski coil, and focusing lenses L1, L2, L3, and L4.**
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**Spark Generator.** The spark generator consists of a high voltage power supply and a pair of electrodes made of stainless steel in the form of cylindrical rods, 2 mm in diameter, with a curve-shaped tip. The gap between the electrodes was set to be 6 mm which is located 5 mm far from the target surface, in order to avoid the electric self-breakdown at 7 kV. The sample was electrically insulated from the stage. A home-made variable power supply (1 - 12 kV ; 10 mA) was fabricated to generate the spark discharge. The laser irradiation ignited the electric breakdown between the electrodes via the electron injection into the middle of the gap. The voltage shape was measured using a Pintek 15-HF high voltage probe, and the current was monitored by means of a calibrated Rogowski coil accordingly.

**RESULTS AND DISCUSSION**

**Discharge characteristics.** Fig. 2 depicts the temporal optical and electrical signals of a typical experiment where the inter-pulse delay is set to be 6 μs. The PIN photodiode signal undergoes a peak when the laser is triggered and elevates once again after 6 μs following the occurrence of the peak current and smoothly decays at a lower rate (Fig. 2a). At the onset of the electric breakdown, the voltage across the capacitor drops rapidly from 7 kV to zero (Fig. 2b), and the current rises to 1 kA passing through the plasma (Fig. 2c). As a result, the discharge peak power reaches 1.5 MW (Fig. 2d). As the current passes through the circuit's parasitic inductance, part of the electric energy is stored in the form of magnetic energy. Consequently, when the capacitor’s voltage reaches zero, the inductive energy sustains the current so that the capacitor's voltage becomes negative. The phase difference between the voltage and the current was approximately 90° which arises from the low equivalent resistance of the discharge path. This was calculated to be ~1.3 ohms, which includes equivalent resistance of the plasma and the wires.

Based on the numerous experiments performed, the peak current of the electric discharge becomes stable due to the low plasma impedance, and the shot-to-shot jitter of the delayed discharge current is measured to be less than 200 ns.

**Plasma Emission.** Fig. 3 illustrates the typical integrated spectra of plasma generated from the metal samples. Several experiments are carried out to analyze each sample, i.e. LIBS at 10 mJ and 100 mJ, and DB-LIBS and SA-LIBS at a laser pulse energy of 100 mJ. Furthermore, the atomic and ionic characteristic lines of Au, Cu, Ag, Ni, Al, and Pd are identified and labeled. The characteristic lines of nitrogen and hydrogen arise most likely from the background gas and humidity in the ambient atmosphere. The gate of the CCD of the spectrometer is set to be triggered at 1.5 μs after the onset of the laser shot to minimize the background continuum emission, and the integration time is tuned to be 1.1 ms. The observed background continuum emission is notably higher in the SA-LIBS spectra with respect to the other arrangements. In the case of LIBS at 100 mJ, the spectral intensity is considerably higher than that of LIBS at 10 mJ. In
Fig. 3 Optical emission spectra of the LIBS at 10 mJ and 100 mJ per pulse, CO$_2$+LIBS, and SA-LIBS at 100 mJ per pulse for various targets (a) Al, (b) Cu, and (c) Ag, (d) Au, (e) Ni, and (f) Pd. The spectra are shifted vertically for better clarity. CCD gate width: 1.1 ms, spectrometer gate delay: 1.5 μs.

fact, the larger number of atoms ablated from the sample surface contributes to extra photon emissions. Comparing the effects of CW-CO$_2$ laser and spark discharge, the spectra collected in SA-LIBS demonstrate more intensity enhancement. The plasma lifetime is obtained indirectly via changing the gate delay time of the spectrometer as long as the plasma emission couldn't be detected any longer. In SA-LIBS, the plasma lifetime is increased from 20 μs to more than 120 μs. This provides more photons to be collected by the spectrometer, which results in spectral intensity enhancement. The signal enhancement follows the same trend for all metal samples. Because of employing a 30 W CW-CO$_2$ laser and good heat conduction between the samples and the holder, the sample's temperature does not exceed 25°C.

Fig. 4 illustrates the ratios of the atomic and ionic lines signal intensity in DB-LIBS and SA-LIBS with respect to the LIBS 100 mJ for a better assessment of the signal enhancement rate. The signal intensity is deduced by subtracting the continuum emission intensity at the signal's base from its peak intensity. As a result, the different background levels in the given spectrum are taken into account. The corresponding lines include Cu I at 521.6 nm, Cu II at 229.4 nm, Au I at 583.7 nm, Au II at 299.4 nm, Ag I at 328.0 nm, at Ag II at 241.9 nm, Pd I at 421.2 nm, Pd II at 229.6 nm, Al I at 237.8 nm, Al II at 281.6 nm, Ni I at 324.3 nm, and Ni II at 229.7 nm. The error bars indicate the signal deviations corresponding to 10 repeated measurements. It is evident from the graph that the higher enhancement rates are attributed to the SA-LIBS spectra for both atomic and ionic lines. Furthermore, the ionic lines are more intensified against the atomic lines in DB-LIBS and SA-LIBS.

**Plasma temperature, electron number density, and LTE.**

Plasma temperature is known as a significant parameter in the characterization of plasma processes. Regarding LTE approximation, the relationship of an optically thin transition between two levels of $E_j$ and $E_i$ of an atomic species and the corresponding emission is given by:

$$\frac{\lambda_{ij}I_{ij}}{hcA_{ij}g_j} = \frac{F_i}{U(T)e^{(E_i/kT)}}$$  
(Eq. 1)

where $I_{ij}$ and $\lambda_{ij}$ are the intensity and wavelength corresponding to transition from $i$ to $j$, respectively, $c$ and $h$ are the speed of light and the Planck’s constant, $C^*$ and $k$ are the number density of the emitting species and the Boltzmann’s constant, $A_{ij}$ is the transition probability between level $i$ and $j$, $F_i$ and $g_j$ are an experimental factor and the statistical weight of upper energy level $E_j$, and $U(T)$ is the partition function at the plasma temperature $T$. Taking the natural logarithm on both sides, the
Boltzmann plots and corresponding plasma temperature using emission lines of Cu I obtained from the spectra in (a) LIBS 10 mJ, (b) LIBS 100 mJ, (c) DB-LIBS, and (d) SA-LIBS.

Table 1. The Wavelength, Upper-level Energy, Upper-level Degeneracy and Transition Probability for the Cu I Used for Plasma Temperature Calculation

<table>
<thead>
<tr>
<th>Atom/Ion</th>
<th>Wavelength(nm)</th>
<th>Upper-level energy(eV)</th>
<th>$g_k \times A_{ki} \times 10^7$ s$^{-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cu I</td>
<td>427.51</td>
<td>7.73</td>
<td>27.6</td>
</tr>
<tr>
<td>Cu I</td>
<td>465.11</td>
<td>7.73</td>
<td>30.4</td>
</tr>
<tr>
<td>Cu I</td>
<td>510.55</td>
<td>3.81</td>
<td>0.8</td>
</tr>
<tr>
<td>Cu I</td>
<td>515.32</td>
<td>6.19</td>
<td>24</td>
</tr>
<tr>
<td>Cu I</td>
<td>521.82</td>
<td>6.19</td>
<td>45</td>
</tr>
<tr>
<td>Cu I</td>
<td>570.02</td>
<td>3.81</td>
<td>0.09</td>
</tr>
<tr>
<td>Cu I</td>
<td>578.21</td>
<td>3.78</td>
<td>0.33</td>
</tr>
</tbody>
</table>

Boltzmann plot equation is obtained as follows:

$$
\ln \left( \frac{\lambda_{ij} I_{ij}}{hcA_{ki}g_j} \right) = -\frac{1}{kT}(E_j) + \ln \left( \frac{FC_k}{U(T)} \right) \tag{Eq. 2}
$$

when $\ln \left( \frac{\lambda_{ij} I_{ij}}{hcA_{ki}g_j} \right)$ versus $E_j$ is plotted, the electron temperature $T_e$ is determined based on the slope of the linear graph. The spectral parameters are collected from the database of the National Institute for Standards and Technology (NIST). To minimize the self-absorption effect, the lines corresponding to the transitions with energy levels $E_i$ under 1.4 eV $(11000 \text{ cm}^{-1})$, including the ground state, have been omitted. Hence, seven characteristic lines of Cu I are examined for the plasma temperature calculations. The corresponding parameters of the atomic transitions used in this work are tabulated in Table 1.

Fig. 5 illustrates the typical Boltzmann plots and the corresponding plasma temperatures from Cu I transitions according to the spectra collected in a series of experiments during LIBS (10 mJ, 100 mJ), DB-LIBS, and SA-LIBS. The RSD values of 10 repeated shots are obtained to be less than 6%. Regarding the calculated temperatures, an increase in laser pulse energy from 10 mJ (Fig. 5a) to 100 mJ (Fig. 5b) does not necessarily lead to a remarkable plasma temperature rise. In fact, the higher laser pulse energy almost imparts in creating more ablated mass instead of heating the plasma. As a result, the relative signal intensity enhancement certainly occurs. Conversely, the plasma temperatures in DB-LIBS and SA-LIBS demonstrate to be lucidly higher than those of standard LIBS. In DB-LIBS (Fig. 5c), in which the plasma temperature is elevated ~6%, once a particle has evaporated, it starts absorbing the incoming coherent photons through the inverse Bremsstrahlung mechanism. The absorption cross-sections $(cm^2)$ of the IB processes are given by:

$$
\sigma_{IB}(\lambda)_{atom-electron} = \frac{e^2}{\pi m_e c^2} n_e n_i \sigma_{coll} \left( \frac{8k_B T_e}{m_e} \right) \tag{Eq. 3}
$$

$$
\sigma_{IB}(\lambda)_{ion-electron} = 3.7 \times 10^{18} \gamma_c^2 \Gamma_c^2 \left[ \exp \left( \frac{hv}{k_B T_e} \right) - 1 \right] n_e n_i \tag{Eq. 4}
$$

where $n_e, n_i,$ and $n_0$ are the electrons, ions, and neutral atoms number density and the electron density (in $cm^{-3}$), respectively, $v$ is the laser irradiation frequency, $m_e$ and $Z$ ascertain the electron mass and the ionic charge, and $\sigma_{coll}$ is the cross-section...
for electron–atom collision. It is evident that the absorption cross-sections are strongly dependent on the laser wavelength \( \sigma_{\text{abs}}(\lambda)_{\text{atom-electron}} \propto \lambda^2 \). Note that in weakly ionized plasmas, the atom-electron processes are dominant. In fact, while IB absorption is significant at longer wavelengths (1.064 \( \mu \)m, CO\(_2\) laser), it notably reduces at shorter wavelengths (1.064 \( \mu \)m, Nd: YAG laser).\(^{37}\)

Supposing a laser-induced plasma lifetime of \( \sim 20 \mu s \), then a 30 W laser power would supply \( \sim 0.6 \text{ mJ} \) of additional energy compared to the 100 mJ Nd: YAG laser shot. However, regarding 10 times larger wavelength, the incident CW CO\(_2\) laser beam gives out \( \sim 100 \) times greater power absorption rate. Therefore, the contribution of the CW-CO\(_2\) laser to plasma heating due to the IB process is quite considerable due to the IB process.

On the other hand, the electric discharge generates excessive high-energy electrons to reheat the plasma, leading to the higher temperatures. The properties of spark discharge plasmas are governed by various processes of electron generation and loss. Heating is a statistical process that transfers the directed energy obtained from the electric field into random energy of thermal motion. The total energy gained by electrons from the field is transferred to the gas due to the collisions with atoms and molecules.\(^{38}\) As a consequence, the average plasma temperature elevates \( \sim 18\% \) (Fig. 5d). The ionic to the atomic concentration ratio \( n^{\text{II}}/n^{\text{I}} \) can be obtained using the Saha-Eggert equation:\(^{39}\)

\[
n_{e}^{\text{II}}/n_{e}^{\text{I}} = \frac{2 m_{e}^{2} \left( 2 \pi m_{k} k_{B} T \right)^{3/2} \sigma_{\text{abs}}^{\text{II}}(\lambda)_{\text{atom}}}{h^3 n_{e} \sigma_{\text{abs}}^{\text{I}}(\lambda)_{\text{atom}}} \frac{\frac{E_{\text{ion}}}{T} \pi k B}{\frac{E_{\text{ion}}}{T}} \approx \frac{\frac{E_{\text{ion}}}{T}}{\frac{E_{\text{ion}}}{T}} \text{ (Eq. 5)}
\]

where \( n^{\text{I}} \) and \( n^{\text{II}} \) ascertain the number densities of the neutral atomic and singly ionized species, respectively, \( E_{\text{ion}} \) is the first ionization energy for an isolated system, and \( m_{e} \) is the mass of the electron. Based on Eqs. (1 and 5), the ionized \( n^{\text{II}} \) to atomic \( n^{\text{I}} \) line intensity ratio can be deduced as:

\[
\frac{n^{\text{II}}}{n^{\text{I}}} = \frac{2 m_{e}^{2} \left( 2 \pi m_{k} k_{B} T \right)^{3/2} \sigma_{\text{abs}}^{\text{II}}(\lambda)_{\text{atom}}}{h^3 n_{e} \sigma_{\text{abs}}^{\text{I}}(\lambda)_{\text{atom}}} \frac{E_{\text{ion}}}{T} \pi k B \frac{\frac{E_{\text{ion}}}{T} \pi k B}{\frac{E_{\text{ion}}}{T}} \text{ (Eq. 6)}
\]

According to the above equation, it can be seen that an increase in plasma temperature promotes the ionization degree such that the upper levels become more populated, and this addresses the appearance of more intense ionic lines in DB-LIBS and SA-LIBS.\(^{40}\) In addition, part of the metastable nitrogen atoms’ energy may also enhance the spectral intensity.

The electron number density is an equally vital parameter in order to study the degree of thermodynamic equilibrium in laser-induced plasmas. Its value plays a crucial role in estimating the LTE departure, which is a critical condition for employing the calibration-free technique. The \( n_{e} \) can be obtained from Eq. (6) once an ionized and an atomic line intensity besides the plasma temperature are predetermined. Furthermore, the measurement of the Stark broadened \( H_{\alpha} \) line profile (originated from atmospheric humidity) is recognized as a reliable method to estimate \( n_{e} \) in laser-induced plasmas.\(^{41}\) It is worth mentioning that in SA-LIBS, the substantial Stark broadening of the hydrogen lines provides sufficiently accurate linewidth measurement, even using a low-resolution spectrometer. The Doppler broadening is calculated to be less than 0.02 nm and the instrumental broadening \( \Delta \lambda_{\text{ins}} \) is determined to be 0.35 nm by measuring the spectral broadening of the H\(_{\alpha}\) line at 546.07 nm emitted from a low-pressure mercury lamp. After subtracting \( \Delta \lambda_{\text{ins}} \) from the observed line profile, the electron number density is calculated via the full width at half area (FWHA) to be much less sensitive to ion dynamics effects than the usual full width at half maximum (FWHM) according to the following relation: \(^{42}\)

\[
H_{\alpha}: \text{FWHA} = 0.549 \text{ nm} \times 10^{12} \left( \frac{n_{e}}{10^{17} \text{ m}^{-3}} \right)^{-0.67965} \text{ (Eq. 7)}
\]

Fig. 6 depicts the Lorentz fitted profile of the Stark broadened \( H_{\alpha} \) lines during a typical SA-LIBS experiment. The typical electron densities obtained from the spectra in LIBS (10 mJ, 100 mJ), SA-LIBS, and DB-LIBS are tabulated in Table 2. The calculated electron density values from both methods are in good agreement. The corresponding RSD values in 10 repeated shots were determined to be less than 7\%. It is apparent that the electron number density elevates 2 times as laser pulse energy increases from 10 mJ to 100 mJ in standard LIBS. The CW-CO\(_{2}\) laser reheats the plasma leading to a further increase of \( n_{e} \) (2 times), whereas in SA-LIBS, the average electron density elevates up to one order of magnitude.

![Fig. 6 Fitted Lorentzian profile of the \( H_{\alpha} \) at 656.28 nm from the data collected in SA-LIBS.](www.at-spectrosc.com/as/article/pdf/2021023)
The LTE is a state in which the temperature of all species is assumed to be the same. In order to assess the LTE, three criteria are investigated in this work. The McWhirter criterion is a condition to ensure that collisional events dominate over radiative processes such that the deviation from LTE becomes negligible. It is given by:

\[ N_e > 1.6 \times 10^{12} \times \Delta E^3 \times T^{0.5} \]  

(Eq. 8)

where \( \Delta E \) is the highest energy value of the corresponding electronic transition. The right-hand expression in Eq. (7) is calculated for Cu(I) at 276.63 nm, which give out \( \sim 1.2 \times 10^{16} \text{ cm}^{-3} \), much lower than the smallest value of \( n_e \) obtained in this work \( \sim 5.5 \times 10^{16} \text{ cm}^{-3} \). As a result, due to larger electron number densities, SA-LIBS satisfies the McWhirter criterion more confidently than DB-LIBS and standard LIBS. In the case of inhomogeneous and transient plasmas, two more criteria are proposed by Cristoforetti et al. 44 to allow for a more careful assessment of the LTE condition. The first one indicates that the diffusion length \( \widetilde{\lambda} \) of the atoms/ions should be shorter than the variation length of the plasma temperature and the electron number density during the relaxation time. The second one deals with the time to reach excitation and ionization equilibrium \( \tau_{\text{relax}} \), which should be much shorter than the variation time of the thermodynamic parameters in the plasma. Here, the value of \( \tau_{\text{relax}} \) and \( \widetilde{\lambda} \) is estimated using Cu(I) resonant transitions based on the Eqs. (13) and (15) in Ref 43. Considering a plasma diameter \( d \) of \( \sim 2 \text{ mm} \), the longest diffusion length is determined to be \( \sim 3 \mu \text{ m} \) so that criterion \( \widetilde{\lambda} \ll d \) is well fulfilled. Subsequently, a maximum value of \( \tau_{\text{relax}} \sim 150 \text{ ps} \) was obtained, which is considerably shorter than the plasma expansion time of \( \sim 1 \mu \text{s} \). Therefore, the plasma enjoys the LTE conditions since all of the above criteria are well satisfied.

CONCLUSIONS

This work deals with the identification of different targets, i.e. Cu, Au, Ag, Al, Ni, and Pd samples, using various methods, including LIBS, DB-LIBS, and SA-LIBS. The spectral intensity enhancement is systematically investigated based on CW-CO₂ laser and spark discharge assisted LIBS. It was found that the use of a low power laser at a longer wavelength (10.6 μm) can effectively reheat the plasma through the inverse Bremsstrahlung mechanism leading to \( \sim 6\% \) temperature rise. In SA-LIBS, besides the elevated plasma temperature of \( \sim 1.0\% \), the extended lifetime plays a significant role in signal intensification. Subsequently, the rise of plasma temperature promotes the ionization degree such that the upper levels get more populated. As a consequence, more intense ionic lines appear in the spectra for all metal specimens. In addition, a remarkable increase of electron number density occurs in SA-LIBS, around one order of magnitude, where LTE firmly holds. Eventually, it is expected that the low-cost SA-LIBS will act as a better technique against DB-LIBS, in addition to the ability to incorporate it into portable devices for field analyses.
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